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Summary of research under AFOSR Contract #F49620-91-C-0080 

Personnel: Joe ilalpern (PI), Nir Friedman, Adam drove. Daphne Koller 

The research performed under this contract can be roughly divided into four areas: 

Coiuputhig degrees of belief: Consider an agent (or expert system) with a knowledge base 

KB that includes statistical information (such as "<)0% of patients with jaundice have 

hepatitis11) who would like to assign a degree of belief to a particular statement <p (such as 

"Tom, a patient with jaundice, lias hepatitis"). For example, a doctor may want to assign 

a degree of belief that a patient lias a. particular illness based on the symptoms exhibited 

by the patient, together with general information about symptoms and diseases. Since 

the actions the agent takes may depend crucially on this degree of belief, we would like 

techniques for computing degrees of belief in a principled manner. We have investigated 

three methods of doing so. All three methods are applications of the "principle of in- 

difference'1, because they assign equal degree of belief f<> all basic "situations1" consistent 

with the knowledge base. They differ because there are competing intuitions about what 

the basic situations are. Various natural patterns of reasoning, such as the preference 

for the most specific statistical data available, turn out l<> follow from some or all of the 

techniques. This is an improvement over earlier theories, such as work on direct inference 

and reference classes (going back to the 1f)3()'s) which arbitrarily postulate these patterns 

without offering any deeper explanations or guarantees of consistency. 

The three methods we investigate ha.vc surprising characterizations, that show their rela- 

tionships to other approaches to obtaining degrees of belief. For example, one approach 

is strongly related to maximum entropy (and, indeed, can be viewed as a generalization 

of it), while another can be shown, roughly speaking, to maximize independence among 

predicates as much as possible. There are also unexpected connections between the three 

approaches, that help us understand why the specific language chosen (for the knowledge 

base) is much more critical in inductive reasoning of the sort we consider than it is in 

traditional deductive reasoning. 

One of the applications of this framework is to default reasoning. Suppose we capture a 

default such as "typically birds fly'1 as the statistical statement 'almost 100% of birds fly". 

If we include such defaults in the KB, then we automatically get some of the properties 

that have been most sought-after in default formalisms, including preference for more 

specific information and ability to ignore iirelevaul information. The methods can also 

be extended to deal with causal reasoning in a natural way. Thus, our approach can be 

used for a wide sped rum of reasoning: quantitative, qualitative, and causal. 

All three methods mentioned above can be viewed as compatible with a Bayesian ap- 

proach, which savs start with a prior probability and condition ..n whatever information 

you receive. The problem with the Bayesian approach is (hat it does not fell us what 

space to take a. prior over, or what that prior should be. Our work can be viewed as 

answering these questions. Once we fix our l<iv</ii'i<i< (where, technically, the language 

consists of constant symbols, function symbols, and predicate symbols, as in first-order 

logic),  a. passible w-orld just defines a possible interpretation   for all  the symbols in  the 
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la.ngna.ge. That is, if (lie language includes (lie predicate symbols Hepatitis and Jaundice, 

and (lie constant Tom, an interpretation describes wliicli individuals have hepatitis, which 

ones have jaundice, and which one is Tom. We put a. prior on the set of possible worlds. 

Our focus has been on priors that satisfy some uniformity conditions, and onr results 

show that they have quite atlractivc properlies. However, our results also show that they 

are not always appropriate. More recently, radier than considering a particular prior, we 

have considered the question of what properties of priors give us desirable properties of 

beliefs (such as allowing us to ignore irrelevant in formal ion). \W are also beginning to 

consider algorithmic aspects of this approach. 

Papers A2. A3, A1, Afi, Bl. B2, R3, Bl, B5. B(K B<). Ml(i. HI7. ('.!, and C5 summarize 

our work in (his area. 

Reasoning about, knowledge, and communication: A recent (rend in analyzing compli- 

cated systems has been to (hink in terms of one agenl knows about what other agents 

know, and how this knowledge changes as a result of < omiiiunication. Under this con- 

tract, we have (a) shown thai this approach (and the formal model of systems that goes 

along with if) can be used (o capture aspects of knowledge bases more elegantly and con- 

cisely than the traditional axiomatic approach, (b) provided a formal logic for analyzing 

communication and knowledge change, and (<) provided a logic thai captures the more 

computational aspects of reasoning about knowledge. This lalter problem is a longstand- 

ing one. since it is well known that the standard models for reasoning about knowledge, 

using possible-world structures, suffer from the problem of hu/iml omniscience: agents 

know all tautologies, and (he logical consequences of (heir knowledge. Our model cap- 

tures the algorithms used by agents to compute their knowledge in ;\ direct way; most of 

(he previous attemp<s to solve the problem can be embedded in our solution in a natural 

wav. Thus, our approach can be viewed as ageneralization of (hem all. The work in this 

area is summarized  in papers Ai, Bri, BIO, and  BIT 

Nonmonotonic reasoning: While a great deal of work has been done on nonmonotonic rea- 

soning, almost all of if has assumed that there is only a single agent. It has been a 

longstanding problem to cxleud some cd (he standard approaches (o nonmonotonic rea- 

soning lo multiple agents. This problem has now been solved foi (wo approaches to "only 

knowing". <]IIP to Levesquc and to Ilalpern and Moses. 'The approach should extend 

naturally to Moore's an foepislemic logic. In addition. I.v going back to (he original defi- 

nitions of various approaches to nonmonotonic reasoning. «'<• were able lo acquire a. deeper 

understanding cd sources of potential  problems. 

More recently, work was done trying to provide a general model for noil mononofoiiic 

reasoning. Manv nonmonotonic logics have been propo-.o<|. and there is little agreement 

as to what is the Tight" one. or whether there is any "rigid" one. There is some agreement, 

on the other hand, on some basic "core" properties foi nou inoiiolonic reasoning. These 

properlies have been called (he KLM properties (for Kraus. Lehmann, and Magidor). 

Many different approaches to nonmonotonic leasoniug have been proposed, all of which 

have been shown to be characterized by the KI,M properties in the proposifional case: 

including preferential logic, '-semantics, possibiify Iheoiy. and /. rankings. This has been 

viewed  as quite surprising.    Recently,  we  have-  proposed   a qualitative   way  of capturing 



likelihood (.hat we rail plausibility measures. It is straightforward to show that all the 

approaches to giving semantics to nonmonotonic reasoning that can he charac.tenzed by 

the KTdVl properties can be easily mapped into plansil.ilily spaces. Moreover, a single 

property of plausibility is provided that is necessary and sufficient to guarantee that the 

KLM properties are sound, and another is weak properly is provided that guarantees that 

they are complete. Since all the known approaches are easily seen to have both properties, 

it is no longer so mysterious that they can be chara* teri/ed by Hie KLM properties. 

Tilings change significantly once we move to the firsl order case. Using the insights 

afforded by thinking in terms of plansibilily, we can show I hat all the approaches alluded 

to above other than c-semantics lack significant expressive power once we introduce first- 

order quantification. These results emphasize (he naturalness and appropriateness of an 

approach based on plausibility. 

The work in this area is summarized in papers AT. H7. H«. Cl. and Cfi. 

Belief diaitgo: The study of belief change has been an active area in philosophy and in ar- 

tificial intelligence and. more recently, in game theory The focus of this research is lo 

understand  how an agenl should revise his beliefs as a o^ull of gelling new information. 

In  the literature,  two instances of this general  plicim ii"ii   have been studied  in detail: 

Belief revision attempts to describe how an agenl should :i< < -urn moda (e a new belied (pos- 

sibly inconsistent with his other beliefs) about a static world. Ihl'uf update, on the other 

hand, attempts to describe how an agent should change his beliefs as a result of learninp, 

about a. change in  the world. 

Relief revision and belief update describe only two <d lh" many scenarios in which beliefs 

change, finder this contract, we have constructed a fiamework to reason about belief 

change in general. The framework starts starts with a fiamework introduced earlier by 

the PI and his collaborators for reasoning about knowledge in multi-agent systems. The 

framework explicitly includes time, so lets us investigate how knowledge changes over 

time. We extend it to include beliefs and plausibilities, using the notion of plausibility 

measure- discussed above. Since our framework allow: u-- to talk about knowledge, be- 

lief, and time, it gives us a powerful tool for capturing various notions of belief change. 

Many situations previously studied in the literature. Mich as ,! ,agno-;lie reasoning and the 

■prisoner's dilemma, from game theory, can be easily capinrcd in the framework. 

The framework can easily capture revision and update ;is special cases, and gives us a 

much better understanding of them. For example, it l.iings out how update prefers to defer 

"abnormalities" to as late a lime as possible, an approach which is rarely appropriate HI Al 

applications. More recently, it was shown that making ' qualitative Markov assumption 

gives us a. notion of belief .hange that is perhaps c|„-.,-, lo our intuitions than others 

proposed in the literal tire. 

This work is summarized  in papers  HI I. HI,'.  HI!.  MM   ('I. and (':>. 

Other highlights during the contract   period  include: 

•   Adam  drove received  his  Ph.D. in  the summer of  I'm»,  and   began  working at  NFC in 

September,   1992. 



Daphne Koller received her Pli.D- in December. I99Y Slie is currently a. postdoctoral 
fellow at U.C. Berkeley, holding both an NSF Postdoctoral Fellowship and a University of 
California. President's Postdoctoral Fellowship. Her thesis won (lie Arthur Samuel award 
(for best thesis in  the Stanford Oomptuer Science Depai Iincnl). 

.]oe llaiperu was elected a fellow of the AAAI in 1993. In addition, he was invited to speak 

at (he 3rd Kurt Cödcl Colloquium in Brno. Czechoslovakia, in August, 1993. at the 13<h 

Conference on Foundations of Software Technology and I heorefical Computer Science, in 

Bombay, India., in December, 1993, at the International Conference on Fpistemic Logic 

and the Theory of Cames and Decision, in Marseille, in January. 19!) I, at the Third CSU 

Workshop on Logic, Language, and Computation, at Stanford, in June, 1991, and at 

the Fourth Internationa] Colloquium on Cognitive Science, to l.e held in San Sebastian. 

Spain, in May, I99Y lie has also served on (lie program eommitlees for the I'ith and 

llth Annual ACM Symposium on Principles of Distributed Computing, the 3rd Bar-Ilan 

Symposium on Foundations of AI, AAAI '9 I (as ana el,air for knowledge representation), 

and the Third Israeli Symposium on Theory of Computing and Systems. Finally, he was 

appointed area, editor of the Journal of tin ACM in l'>9.> and consulting editor for the 

new online Chicago Journal of Theoretical S<un<< in 1991. and continued (o serve as 

editor of Information and Compulation and the Journal of l.o,j,e and Computation, and 

as editor of the special issue of the Journal of Coin put, ■ and Sinlems Science devoted to 

the best papers of (he  1991   ACM  Symposium on The..r,-iiral Computer Science. 
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